Some Methods of Model-Based Sampling

SungJoon Hong
SoHyung Park
SunWoong Kim
HongYup Ahn
Steven G. Heeringa

Dongguk University
&
Survey Research Center, University of Michigan



Overview

+ Background

+ Mechanism of Conventional Design-BasedPS Sampling
+ Mechanism of Model-Based7PS Sampling

+ The Previous Studies of Model-BasedPS Sampling

+ New Model-Based7PS Sampling

+Empirical Studies

+Concluding Remarks



nLBackg round

B Since Hansen and Hurwitz (1943), a large numbeaaaipling techniques with

unequal probabilities have been developed.

B Any number of methods are preferred in the liteator comparison purposes,
whereasonly a few methods, including inclusion probabilpyoportional to
size (1PS) sampling methods, are widely used for practicdsuamong the

samplers, and none of them have yet had the ges@raptance.



B As shown in many empirical studies, this may be tlughe fact thathe
variance of estimates of interest according to diagpmethods is quite
sensitive to population characteristics, especiallhe case of selecting a small

sample from a small population.

B The selection of a small sample from a small pamniais not unusual in
practice. In many national surveys there are maratas and a few units are
sampled in a stratunfzor example, two per strature a common situation in

nationwide samples.

B Accordingly, it isdesirable to develop the sampling methods whoseracy is
less sensitive, possibly consistent, to populatioaracteristicsn the case of a

small sample.



4 Mechanism of ConventionalDesign-Based7PS Sampling
(One-Step Sampling)

Finite Populatior
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Estimators

A generalized regressio®REG estimatommay be one of the useful estimators. But
it is well-known that it might bappreciably biased for a small sam@#&hough the

bias is in modest for large samples.

As an alternative, the Horvitz-Thompsdi-1) (1952)estimatoy which isunbiased
for the population total, is acceptable. It is Iyglefficient under a good7PS

sampling scheme.

6 =Y : Population Total

=Y :Z%: H-T estimator
ids 7¢&



Sampling Designp,(s)

The samplers often prefgr, (s) yielding asmaller design variancthan in other

sampling methods, as given Y, (6) < Var . (6)

One may choose theampling methods of Midzuno (1952), Murthy (195)ewer
(1963), and Sampford (196 Mased on the empirical studies in the past. ke f
third, and fourth are design-basg&Ssampling methodsThe second, third, and

forth are especially available in SPSS and SAS.

But it is questionablaf the sampling designs implemented by those vivllags lead

to a lower design variance for a population ofriese.



% Mechanismof Model-BasedrPS Sampling
(Two-Step Sampling)

Finite Populations

erpopulation M ©




Why superpopulation model in the actual selectionfca sample?

At the design stage, weonsider the available knowledge, the assumed

superpopulation modef, from the point of view of the strategy of redugithe

design variance

With respect to inference, themticipated variance (AV)introduced by Isaki and
Fuller (1982), is used as a measure describingdhability between the total and
the estimator of the total under both the desighsperpopulation model. If the H-

T estimator is used, it becomes simply
2
EE, {(%T -v) J = E| Var, (Yor )|

where bothY andYwr are random variables. The AV is the model extiertaof

the design variance, srmply the average variance



Optimal Sampling Design p;(s)

Now we would like to decide apptimal sampling desigm a set of possibleaPS

sampling designs to achieve:

Minimize E, [Varo| (QHT)}

Note that we focus on the design stage for thecsele of a sample from a finite
population, not the estimation stage, and the Hsfimator does not involve a

superpopulation model, different from the GREG meator. Thus,although the

superpopulation model is assumed, interest s#$ lin reducingVvar, (QHT) in

practice.
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% The Previous Studies of Model-BasedPS Sampling

Kim, Heeringa, and Solenberger (2006) first introel the theory of model-based

71PS methods based on the average variance of the siHhador
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Superpopulation Model

We assume that the finite population is a randomp$éa from an infinite
superpopulation in which

Y, =a+pxte,
whereE,(£) =0, V(&) =0°x’, andE,(£&,) =0

HereE, denotes the model expectation over all the fiptpulations that can
be drawn from the superpopulation.
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Average Variance (AV)

Under a form of the variance of the H-T estimatgressed as

Var, (Y, ) = Zy'(l ”)+2ZZ & Y - ZZZY.YJ

I1]>I77i.7Tj i=1 j>i

the AV is given by

ZXJ
Ef(Varl(%T))z( { szﬁ(x %) 7T+ B (n-1)

+ ;(Zx / nx —1j(az>gy+a2 + B2 + 2a,8>g)
- ZZNZZNJ(UZ +aB(x + %)+ B7xx)

i
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With respect to a different form of the variancels H-T estimator denoted by

Var, (Yur) = ZN:ZN:(WT,- -7 )(yi—y’) ,

i=1 j>i T 7T,

the AV is given by

. ZC{zz( (ot ﬁ)j

: Za(izf) 22t )(ox <)

n i=1 j>
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Optimization Problems (OP)

Since some terms in each AV are the known valieesirtinimization of each AV is
equivalent tahe following optimization problems.

Note that the linear constraints are for #RS property, the nonnegativity, and the
stability of estimated variances.

OP L

N N _ _
Minimize zzaw’(x +X’)Z P:(S)
i=1 |> %X i)j0s
subject to
75=,P:(s), i =1IN

iCs
CTTIT < ) PSS 77T,

i,j0s
wherec is a real number between 0 and 1
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OP 2
Minimize ZZ(xj'l - x'l)(mﬁ_ltﬁ’)z P;(S)

i=1 j>i i,j0s

subject to
75 =2, Pe(s), i =LOIN

is

7t < Y p(S) < 7T,
i,j0s

The sampling desigmp;(s) Is the solution to each optimization problefAsample
of n distinct units is selected with the probability @f(s), and it is called the whole
sample procedure.
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% New Model-BasedPS Sampling

Derive more factors not depending on the joint pholities, 7z

i, by extending the

terms in the AV considered in the previous studgd aimplify or elaborate

optimization problemsrelative to OP 1 and OP 2.

17



Alternative Forms of AV

20/2[2&) v
AV||| = EE (Varl (QHT)) = niz ;;XILX”U

2apN Ly 2 1@*)

n =

+ Z(Zx / nx —1j(az>gy+a2 + B2 + 2a,8>g)

i=1

- ZZNJZNJ(GZ +aB(x + %)+ B7xx))

i

Note that AV, is a form of A+B+C+D , whereas AV, is a form of

A+A+B+C+D
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AV = E; (Var,l (Q”T))

fz(iz‘] Sa- ”zx [E?X] Za(ii( e +ﬂ)J

N

¥ Za(%xj [ZN:Z{G((XXJ-)‘“KZ)‘(2/3&'1)} AP Nn(n_l)(zi:)g)_l}

Note thatAV, is a form ofE + F +G, whereasAV,, is a form ofE+F +G +G'.
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New Optimization Problems

OP 3
N N
Minimize D > (xx,)™ > p:(s)
i=1 j>i i,j0s
subject to

nX /> % =Y p(s), i =1,0LN

iOs

cexx 1(3%) =Y pe(9) < xx (> %),

i,j0s
wherec is a real number between 0 and 1

The objective function is a simple form, which doed depend o or 5, as well

aso”’ or y. With the model without any assumption on the retesm, Raj (1956)
derived the same form.
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OP 4
Minimize ZZ{C)f(()ng)'1 —~ >g‘2) —(2,6’>§'1)} D p:(s)

i=1l j>i i,j0s
subject to
X /D% =2 Pe(), i =LIN
i0s

cxx 1(3%) <Y pe(9) < xx (> %)’

i,j0s

The objective function, which is a bit complicatiedm involving X X;, depends on
a or .
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+ Empirical Studies

18 Natural Populationsn Rao and Bayless (1969) were used in the evaluaf

unequal probability sampling methods for the cdse 8 2.

No Source y X N
Horvitz and L Eye-estimated no
1 Thompson (1952)NO' of Households ¢ 15 seholds | 29
2 | Des Raj(1965)| No. of Householg&YS-estimated no, -,
of Households
Corn acreage in| Corn acreage in
3 Rao (1963) 1960 1958 14
4 | Kish(1965) | No-ofrented Total no. of 1,
dwelling units dwelling units
5 | Kish (1965) No. of rented Totalno. of 1,
dwelling units dwelling units
6 | Hanurav (1967) Populationin 1967 Population967, 20
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No Source y X N

7 | Hanurav (1967), Populationin 1967 Population967| 16
8 | Hanurav (1967), Populationin 1967 Population967| 17
o | Cochran (1963) No;0f persons | No. ofrooms | 5
10 | Cochran (1963) Nol'noigggp'e Nol'noigggp'e 16
11| Cochran (1963) O Ofpeople | No. of people |
12| Cochran (1963) NO:°fpeople | No. of people |,
13 | Sukhatme (1954) No. OILV\ige:gt acres No. OLV\ige?)aGt acres o
14 | Sukhatme (1954) No. OILV\ige:gt acres No. OLV\ige?)aGt acres 4
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No Source y X

Oats acreage Oats acreage
15 | Sampford (1962) i1 1957 N 1947
16 | Sukhatme (1954) Wheat acreage No. of villages
17 | Sukhatme (1954) Wheat acreage No. of villages
18 | Sukhatme (1954) Wheat acreage No. of villages

The following chart is the scatter plot for Popidat9 (Cochran (1963))
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Population 9 (Cochran (1963))
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Estimation of Model Parameters

Two approaches for the estimation of model pararseter, 3, o°, y) are
considered:

m Maximum Likelihood (ML) Estimation

m Restricted Maximum Likelihood (REML) Estimation

For the method of ML, as discussed by Godfrey, Radih and Wright (1984) and
Sarndal and Wright (1984), the Harvey (1976) alpani can be used. His algorithm
uses the ordinary least squares (OLS) estimateleastarting values af andf

and in each iteration the valuesafand 8 depend oru” andy , or the reverse.

The REML estimation was developed by Patterson @hdmpson (1971), and
Harville (1977). The values af and 3 only depend or® and y.
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Model-Based 7PS Sampling vs Conventionalz7PS Sampling

As presented by Rao and Bayless (1969), Murthy’'shatkis one of the most
efficient 77PS methods.

With respect tan =2, we compare the four model-based sampling methads
Murthy’s method.

We used “LP procedure” in the SAS software to stihesoptimization problems.
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Comparison of Efficiency between Model-based Samply and Murthy’s

Method
Pop. | Size 1st best 2nd best 3rd best
P Method (€ )| V <Vyury | Method (€ ) |V <Viury IMethod (€ )V <V
OP1 (0.1)
1 | 20| OP4(0.2) 0 OP1 (0.2) O | Sp (04 0
OP4 (0.3) OP2 (0.2)
2 |20 0OP2(04) © OP4 (0.5) O oP2(05) | ©
3 | 14| OP1(0.2) 0 OP3 (0.2) 0 OP3 (0.3) 0
4 | 10| OP3(0.1) 0 OP3 (0.2) 0 OP3 (0.3) 0
5 | 10| OP1(0.1) X OP1 (0.2) X OP3 (0.2) X
6 20| OP4(0.1) 0 OP2 (0.1) 0 OP3 (0.1) 0
7 | 16| 0OP2(0.1) 0 OP1 (0.1) ® OP4 (0.1) o)
8 | 17| OP1(0.3) 0 OP1 (0.2) 0 OP1 (0.1) 0
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o u[men| o | e o | o

10 | 16| OP2(0.4) OP4 (0.4) ggi Eg:g

11 | 16| OP1(0.3) OP2 (0.1) OP2 (0.2
12 | 17| OP3(0.3) OP3 (0.1) OP1 (0.4
13 | 10| OP1(0.1) OP1 (0.3) OP3 (0.4
14 | 10| OP1(0.1) OP3 (0.1) OP3 (0.3
15 | 35| OP4(0.1) OP3 (0.2) 8§§ Egég

16 | 20| OP1(0.1) OP1 (0.2) OP3 (0.2
17 | 20| OP4(0.4) OP2 (0.4) OP2 (0.2
18 | 9| OP2(0.1) OP4 (0.1) OP1 (0.1)
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Note. For the population 1, for exampld,st best means that the method using

OP4 whenc =0.2 has the smallest variance among those using OP2, O
OP3, and OP4.

» Model-based sampling methods are preferable to Mgrthethod with
respect to the efficiency.
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Comparison of Distributions of Sampling Designs

Population 9 (Cochran (1963))

Variance
* OF3(c=01) 4898675
*  Midzuno 610393
Brewer | 6373 32
*  Murthy : 633961
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Variance
* QF3(c=02). 552162
*  Midzuno 610393
Brewer | 6373 32
*  Murthy ;633961
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Variance
* QOF3(c=03) 514317
*  Midzuno 610393
Brewer | 6373 32

e Murthy 633967

0.05 ~
]
0.05+ o
e | -
0.04— | .o '
1 L) *
i I .
PSIDOE], ., | Sey e
SR T I P
0.0 | Feraeag.,
1:‘ " " e ., *
0.0t i )
] A
0.00—=7 7 7 7 .f_<<<<\
W8 B0 & g ?ﬁgﬁj
Al

33




Variance
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0.0&

Variance
OF3(c=05): 595211
MWidzuno : 6103 .93
Brewer | 6373 32
Murthy 633967
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YWarlance
s OP4{c=01)M: B322.03
o OP4c=0 1R 597036
Midzuno - 6103 93
* Brewer : 637332
+  Murthy  B333.61
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Note. The estimates @f and 8 from the ML and REML yield the different
sampling design, resulting in the different variesc
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P With respect to the sampling designs, model-baaagbng methods are very

flexible according to the changes of valuecafonsidered for the purpose of
increasing the stability of the estimated variances
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An lllustration: Comparison of Efficiency

Relative Efficiency

Population | Estimation C
OP1 OP2 OP3 OP4
ML 142.4 98.2 112.6
0.1 142.4
REML 142.4 98.2 119.2
ML 122.7 107.5 105.9
0.2 128.9
REML 122.7 107.5 110.7
9 ML 138.4 113.9 116.5
0.3 138.4
REML 138.4 113.9 109.7
ML : : :
0.4 122.9 119.2 1929 126.2
REML 122.9 119.2 118.7
ML : : :
0.5 119.7 117.5 119.6 117.4
REML 119.7 117.5 109.8
Midzuno Brewer Murthy PPS_ with
116.6 111.7 112.2 100.0
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» In many populations, OP3 is consistently more &fficthan OP1, OP2 and
OP4.

» Compared to the others, OP3 leads to the highe&lues, which may yield
the gains in stability of the variance estimators
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+ Concluding Remarks

v We have presentedPSsampling strategy consisting of model-based samplin
designs and the H-T estimator.

v Empirical studies paid attention to the sample sfze =2, which is one of the
most important cases for the practical uses.

v Model-based sampling methods are flexible in teaihthe sampling designs,
and are preferable to the conventiorSsampling such as the methods of
Murthy and Brewer

v Of model-based sampling methodbe method using OR3which has the

simplest form among optimization problenseems to perform bed¥ote that
OP3 does not depend and £ in the superpopulation model.
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v We should be careful in choosing the estimatiorho@gibf model parameters

v We should note that there might be an infeasibleblem when solving
optimization problems.

v' The comparison of the efficiencies of the H-T estion in the model-based
sampling and the GREG estimator in the conventisaahpling method may
be one of the interesting issues.

v' A study on the efficiency of model-based samplingthmds in the larger
sample size will be continued.

v The polynomial models might be adopted to increahseefficiency of model-
based sampling.
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