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+ Why Superpopulation in Model-Based Inferences?

« Assume that the finite population is a random sangrawn from a larger
population

« A superpopulation distributiod is an expression of a subjective belief or a
prior knowledge

» The distributioné is used to make a theoretical comparison of thei@ificy of
estimators under alternative sampling desig(is (sampling plans)



+ Why Concern about Model-Based Inferences?

 The assumption of a model that is not known to hwdéls large bias if the
assumed model does not in fact hold

» Design-based inferences may yield larger varianoesthey avoid the risk of
biased inferences

(See Hansen, Madow and Tepping (1983))



3+ Considering Population Models for Sampling Designs

« If we know enough about a population, a populaneodel can guide useful
procedures for selecting samples and give increassmision

 Sampling designs according to model assumptionsuldhbe established
through an appropriate estimator such as the ondoo¥itz and Thompson

(1952) in order to avoid a bias

 One of the main concerns may be, given some papnlatodel assumption,
what sampling design is optimal for the H-T estionand how to find it



# H-T Estimator

Lety. be the value of the characteristic of the unit a finite population

« H-T estimator for the population tot#l

QHT :Zn:%
i=1 7§

whererz = Z p(s) is the first-order inclusion pbability and p(s)
ils
denotes the selection probability of a sansp

- There are various forms of the variance/af , which involvesrz, = Z p(s),
I,j0s

the joint probability



= 7TPS Sampling Designs

» Satisfying the condition :

7T =nNnp.

where is the sample sizeyp = x /X, X :Zx andXx is
a value correlated with tye

» In /rps sampling designs the H-T estimator can be expdesse



= 7TPS Sampling Designs based on Models

* Raj’s (1956) Approach
-Simple Model (No Error Term)y. = a + 5x, wherea and 5 are constants

7,

R N2 N N
-Form of varianceVar, (YHT) = +2) )

iz 7T i=1 j>i 7477,

YiY, -Y?

- Optimization problem to minimiz¥ar, (\?HT) for the sample siza=2

under the model:
71,

N N

Minimize
227
subject to) 7z =7z , i =1,0LN
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Alternative Optimization Problem for Raj’'s (1956) Approach

A different form of variance:

TTIT)

var (1) = 3 ) 0 ST

I1]>I
N

i=1 i=1 j>i 77;77'1

«The second term under the model:

20§ @+ 0 %) +X_2(n 1)
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«Optimization problem to minimiz¥ar, (\?HT) for any sample size
under the model:

Minimize ZN:ZN"U-F’B()Q +x,)

T
i=1 j>i %X

J

subject ty 7z =(n-1)7z, i =1,0LN

j#i

2
Note. Ifa =0, the second term is reducedJ)E(r?(n —1) 3%, which does not

depend on the joint probabilitigs So any7rps sampling design produces
the same variance under this model.



* Optimization Problem under Superpopulation Model 1:

=a+px +&,whereE,(£) =0, V,(§) =0°%’, andE,(£&,) =0

HereE, denotes the model expectation over all the fipa@pulations that can
be drawn from the superpopulation.

-Model expectation for the second term\af ( HT)

(222 ” y.yJJ 2>§2iN_i_E5(yiyj)ﬂij

i=1l j>i i T




Note. This is the same as the one under the formoeiel
-Optimization problem for minimizing the model expst@n of Var, (\?HT)

under model 1:

Minimize ZZCH’B(X +X) |

i=1l j>i J

J

subject t 7z =(n-1)7z, i =1,[0LN

j#i

Note. In cases of = 2, this will be the minimization of the sum of the
weighted selection probability for easample. That is,

Minimize Zza+,8(>g % )p(s)

i=1l j>i )ﬂX
subject t)_ p(s) =7, i =1,0IN

Ik



* Optimization Problem under Superpopulation Model 2:

y =a+px +e€, whereEE(yi) =ax + [, Vf(yi) :0‘2)§2’ andCOVf(yi,yj) =0

- Model expectation of the second term ¥, (\?HT) IS also same with the
former.

E{ZZN:ZN: i yiyj)z 2>§2_ZN: _N_ i_Ef(yi)Ef(yj)ﬂii

i=1l j>i ﬂl'ﬂ'] n =1 j>i XiXJ
20X QY a+B(x +x)  X? 2
= m+—(n-1)p
n® ;; X X "'n

- The same optimization problem is built



Remark 1. The three models above give the samm@iaption problem.

Remark 2. Solving the optimization problem by gssome linear programming
(LP) software would provide artiofal sampling desigmp([) to

minimize the model expectatiorrad design-based variance.

Remark 3. Ifad =0, the model expectation of the variance is fixethoit
depending on the joint probaiabtz, . Thus anyzzps sampling design

IS acceptable.



 Rao and Bayless (1969) (1970)

«Superpopulation Model 3 (No Intercept Term):

Y, =B% +&
wher&, (&) =0, E,(&°) =ax’(a>0, g=0), andE,(g¢,) =0

2
«Form of varianceVar, (\?HT) = ZN:ZN:(WTJ' 7 )(yl ) ij

i=1l j>i i j

Model expectation of the design-based variavare of the H-T
estimator under the model:

g N

EVar) =23 (1-mp) pr =V




Note. E,(Var;) does not depend on the joint probabilites so that allrzps
sampling methods witty = np. have the same expected variance.

We don't have to consider the optimizagwablem to minimize:, (Var,)



» Considering Superpopulation Model with Intercept Tem

« It Is customary to introduce the intercept terto the model
- By allowing the intercept, considerable flexilyiltan be gained in

sampling designs

Superpopulation Model 4.

Y, =a+[x +&
wheré, (&) =0, E;(¢°) =ax’(a>0, g=0), andE(g¢,) =0



- Model expectation ofar, of the H-T estimator under the model:

E,(Var,) =V + 2aZN:zN:(x,- - x)(iw]
pads

i=1 j>i

20'X2 ZN:ZN:
i=1l j>i

« Concerning the third term, we may consider thi¥ahg optimization problem

for minimizing the model expectation &ar; if we assume that < x; for all

| # ] =1,IN

inimize 373" a2 )

i=1 j>i



subject t 7z =(n-1)7z, i =1,0LN
j#i

Remark 4. This optimization problem does not ddpmma(>0) or g(=0)

Remark 5. Even if the assumed model does not(ealda = 0), the /rps sampling
designs obtained using LP haeestime model expectation vr,
with any otherps designs



 Model-based sampling design for minimizing expectgdriance
estimates under superpopulation model 4:

Minimize ZE( 56

wheresS is the collection of all possible samples ang; is the Sen-
Yates-Grundy variance estimate given by

oo =S5 y’jz

i=1 j>i 77; 7Tj



« The model expectation of tl&en-Yates-Grundy variance estimate is
expressed as

E (v, 00) = 2aX9Y S PP 2 Zax1y > pr

i=1l j>i ﬂi'J i=1 j>i
+2axzz_1:§((>ﬂx )/ X X)g_x% (a)ﬂl_ +'BB
_aXZZZ J_X( : ,3]

- Since the second and fourth term are fixed, jassider the other terms, which are

re-expressed as
2y

i=1 j>i i'



where, = a>g9‘1xj +a(x — X )(% + 'BJ

« The minimization ofz E. (V. sc) IS €quivalent to minimizing
CHN

2IN-2)!  {Q x
(n—2)!(N—n)!ZZFJ

i=1 j>i /4

where;, =ax®™x; + a(x; = X )(% + ,Bj

- This is a nonlinear programming (NLP) problemalf 0, the optimization
problem is

N N )ﬁg-lxj
2275,

which depends og(= 0)



- It is possible to achieve the desirable propedfdbhe variance estimates by
using the following constraints:

Y m=(n-1m,i=100N.

i #i
Canip 7077 < TT; S TTTT;, j >1=11ILN,

wherec,, is a real number between 0 and 1



+ Concluding Remarks

 Raj’'s (1956) approach only uses a simple model, ibuts useful in
developingmps sampling designs

« Rao and Bayless (1969, 1970) uses the superpapulatodel without the
intercept term. Introducing the term into model nbaydesirable with respect
to flexibility in sampling design. It does not résin any loss of model
expectation of variance even though the model naasg through the origin

 If we have enough information about a populatitve tonstruction of the
sampling designs for the minimization of model extpgon of variance (or
variance estimates) may be possible by using L&Y



 The structure of optimization problem to minimizket expected variance
depends on the expression of the variance as wellaglel assumptions

« We may need careful simulation studies for a comparbetween model-
basedrps sampling design and traditiormaps sampling design under a
diversity of superpopulation assumptions

- 71ps sampling designs under more complicated modeld sigca multiple

regression model or a nonlinear model should belieuto see the
relationships between models and designs



