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Abstract

The quality of survey data is determined duringghevey. Thus, during the early or middle
stage of data collection, survey statisticiansuovey methodologists who design and conduct
interviewer-administered surveys are often eagebtain relevant information regarding their
surveys’ progress toward their goals. In particuleey survey variables including the
demographics of respondents are their primary gorm@macroscopic aspects for the capacity
of the survey. If reliable provisional estimatestiudse variables can be obtained in the early
stage, it would enable the active implementatiosti@tegies to increase quality or reduce costs,
along with a comprehensive judgment of survey geasli In reality, since a target or a
sufficiently large sample size is not feasible atearly stage of a survey, and more non-
sampling errors are expected to occur going forwdrés common to utilize microscopic
indicators to evaluate data quality instead. Digenslicators of microscopic aspects (e.g., daily
response rates, number of released reserve samplas, per interview) exist to assess data
quality during survey operations. Unfortunatelyjsitunclear how and to what extent each
microscopic indicator or a group of such indicatenfi affect the quality of key survey
variables (e.g., response rates and quality). iSlespecially true in responsive survey designs
that simultaneously use multiple microscopic intbea based on abundant paradata (process
data). In this paper, we suggest some cumulatinpleaestimates, reflecting the live flow of
data, as a macroscopic indicator for monitoringadgtality. Generally converging to final
estimates (before weighting), they can be easiggmted with a graph or a table at any point
in the survey data collection process and can éé atan early stage of a survey as provisional
estimates of key survey variables. We illustrate’ bkmuse them in a national CATI survey and
a local CAPI survey, given the sample design arid dallection protocol in each survey. This
approach would help the researchers quickly andqpineely check data quality to ensure the
survey is on track regarding key survey variables.

Keywords
data collection process, data quality indicatonnuolative sample estimates, provisional
estimates, CATI, CAPI, social demographics, sunayables
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1. Introduction

The quality of survey data is determined duringgherey. Thus, quality control is essential.
The practice of the quality control of interviewastministered surveys is mainly in charge of
the quality monitors/team leaders in survey orgaions. If computer-assisted interviewing
(CAl) is used, they monitor data in real-time thgbhuthe reports (study-level, case-level,
interviewer-level, etc.) produced by sample managemsystems and evaluate the performance
and productivity of interviewerg&part from this quality management process, dutivegearly

or middle stage of data collection, survey statigtis or survey methodologists responsible for
designing and conducting surveys are often eagastin relevant information regarding their
surveys’ progress toward their goals. In particuleey survey variables including the
demographics of respondents are their primary qorme macroscopic aspects for the capacity
of the survey. If reliable provisional estimatestiubse variables can be obtained in the early
stage, it would enable the active implementatiosiategies to increase quality or reduce costs,
along with a comprehensive judgment of survey geali

In reality, since a target or a sufficiently laggample size is not feasible at an early stage of
a survey, and more non-sampling errors are expéctedcur going forward, it is common to
utilize microscopic indicators to evaluate data liqpainstead. Diverse indicators of
microscopic aspects such as the number of compitieiews, the number of call attempts,
response rates, eligibility rates, interview dumatirefusal conversions, cost per interview, the
number of released reserve samples as wellis®porting, incompleteness, inconsistency of
response, outliers, and skipping of questiexsst to assess data quality during survey
operations (see, e.g., Lepkowski et al.,, 2008, PARTOPERATIONS, pp.317-422).
Unfortunately, it is unclear how and to what exteath microscopic indicator or a group of
such indicators will affect the quality of key saywariables (e.g., response rates and quality).
This is especially true in responsive survey desigimat simultaneously use multiple
microscopic indicators based on abundant paragedadss data) (see, e @quper & Lyberg,
2005 Groves & Heeringa, 2006Vagner et al., 2012). Therefore, the uncertaintyualthe
results of key survey variables rather tends toeise over time.

In this paper, to help address this uncertaintysuggest some cumulative sample estimates
along with theoretical explanations. They can lslgaresented with a graph or a table at any
point in the survey data collection process. Alahe early or middle stage of a survey, they
can be used as provisional estimates of key suveepbles, which are the macroscopic
indicators for monitoring data quality. They gerigraonverge to final estimates (before
weighting), as described later, and could refleetlive flow of data. We illustrate how to use
them in a national CATI survey and a local CAPIveyr given the sample design and data
collection protocol in each survey.

2. Cumulative Sample Estimates
The population characteristics most frequentlynested for key survey variables would be the

population meanY and population proportiorP . The responses obtained from a totallof
respondents (completed interviews) for any suneayable can be denoted By, y,,ILly, .
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When a sample of respondents is selected usingl @gabability of sampling methods
(EPSEM) such as simple random sampling, the papualahean can be estimated by the

(simple) sample meary defined by

y==3y, (2.1)

<

i=1

It is well-known that the sample meagl of (2.1) is an unbiased estimate of the population

mean Y (see Cochran, 1977, p22). If we defing as 1 if the respondent possesses some
attribute and as O if he or she does not possg&s1) indicates the sample proportigd.
Based on (2.1), we suggest the cumulative sampmﬁrr;esg of (2.2) to be used as a

macroscopic indicator to assess data quality dahagparly or middle stage of data collection.
— 1 9 1 g n .
Yoy =5 Zyi =— ZZyij, i =1,2,g [(IG (2.2)

n = n i=t =1

i=1

where | indicates each group when distinguishing the nedpots into G groups by some
criterion for monitoring, g is an arbitrary group< g represents the accumulation from the

first group to the g group, andn, is the size (number of respondents) of each group.

It is noted thatn is a random variable dependent on the data ¢wlilegrocess,

G

Zni =n, and accordinglyn is also a random variable, if it is not fixed. Fostance, the

i=1
criterion for distinguishing respondents can beraey date across the survey period, a number
of call attempts, or survey interviewers.

If we define Yy, as 1 if the respondent has some attribute andfdee®r she does not have

it, (2.2) denotes the cumulative sample proportipgg. From y, = Z Y; in (2.2), we have
=1

the sample meargli for a group given by

_ 1 ]
y, ==Yy, i =120y [ (2.3)

n j=1



If we define Y; aslorQ, (2.3) denotes the sample proportf@n

The cumulative sample mean over subpopulations, @@ groups) from (2.2) is denoted
by

k

— 1 g 1 g .
Yegx =52, Y = 'Sy, i =12/ TG and k =1, 21K
i=1 i

9 9

Znik - Znik e

i=1 i=1

(2.4)

where k denotes a subpopulation am|, is the number of subpopulation respondents in
each group. The cumulative sample proportion oubpspulations is denoted bpsg'k.

3. Provisional Estimates
In this section, we present the theory for obtajrprovisional estimates, denoted &%m (or

Pporo)s of survey variables from the cumulative samplense(or proportions) at an early or
middle stage of data collection. The distributidritlee sample mean (or sample proportion)
;li for a group given by (2.3) would vary seriously #oisurvey variable since it is highly
dependent on the data collection protocol as welthee sample design. In contrast, the
distribution of the cumulative sample mean (or jartipn) §/Sg for a survey variable given

by (2.2) would not change significantly and coneetg (2.1) as the number of groups
cumulative is increased. This can be expressed as

959 ~ y wheng -G (3.1)

The rate (or order) of the convergence of the catiug sample mean (or proportion) for a
survey variable relies on both, (the size of each group) and the number of groGpsThe
larger the group size and the smaller the numbegraips, the sooner the cumulative sample
mean (or proportion) approaches (2.1).

The distribution of the cumulative sample meangaportion) can be easily graphed or
tabled across the survey period. The key to olstgiaiprovisional estimate of a survey variable
is to first identify the rough point at which thensulative sample means (or proportions) begin
to stabilize through this graph or table and tleedecide the exact point. For the latter, one can

find any two cumulative estimateg'i(g and?/sgﬂ) that the rate of convergencR| of (3.2)

lies between 0 and 1. BuglsG (= ;l) in (3.2) is not known until the survey is complete
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ey RO(0,1) (3.2)

Voo

slsg+1 - 956
ysg N ysG

Alternatively, another rate of convergenae)(of (3.3) using three cumulative estimates
(§’59 ’9sg+l' andglsgﬁ) without Y_;(=Y) can be adopted.

Yegro ™ Yegn

ysg+1 - ysg

=r0(0,1) (3.3)

In the case of using (3.3), it is recommended t@mioba provisional estimat{g/pro of a

survey variable by using the formula (3.4) rathsaint using one of the three cumulative
estimates.

_ 1 _ _ _
ypro zé(ysg + ysg+1 + ysg+2) (3.4)

Alternatively, a different formula (3.5), which ie$ on n,, can be used.

9 _ g+l _ gt2  _
_ Zl: nI ysg + Z]; n y<g+1 — n| y<g+2
—_ = 1= 1=
Yoro = T — (3.5)
an + n| + n|
i=1 i=1 i=1

The higher the rate of convergence, that is, theheothe cumulative sample mean (or
proportion) begins to stabilize, the earlier we gaige the quality of the data during the survey.
But it should be noted that the stability of thencuiative sample mean (or proportion) does not
indicate its accuracy. It is, however, useful toefmst an approximation or limit of an
unweighted estimate for a variable even duringaaty®r middle stage of data collection. This
is because the asymptotic behavior of the cum@as@ample mean (or proportion) under

appropriately Iargez N (e.g., hundreds of respondents), which is supgdresampling
i

theory in a finite population, is highly likely tgive conclusive information aboiit
respondents, even if the survey is not completbds ¢an be also applied to the cumulative
sample mean (or proportion) for subpopulations.



4. |llustrations

We illustrate how one can obtain the provisiondinestes of survey variables from the
cumulative sample means (or proportions) at ary eariniddle stage of data collection using
hypothetical examples created from two actual syggvednducted by the Survey & Health
Policy Research Center (SHPRC) at Dongguk UniwerSibuth Korea.

The short introduction, sample design, and datiectobn protocol for those surveys are as
follows. One is a cell phone CATI survey called 8®.8 National Survey of Smoking and
Health (NSSH) that collected national data on tobacse. It was implemented over 29 days
except for one day off from March 12 to April 10tlven RDD sample of 15,000 cell phone
numbers selected by a single-stage EPSEM fromraefrd he target population was about
43,000,000 adults. Call attempts were made on waelavenings and weekends, using
specified calling schemes (e.g., days and timéseotalls, number of callbacks, days and times
of callbacks, time lag between calls, setting apyments, and refusal conversion). At least 10
call attempts were made to sample numbers thahbiglet been contacted. Incentives were
offered to the respondents. The questionnaire statsiof 119 questions that covered
demographics, smoking and tobacco use, attitudesparceptions of smoking or cigarettes.
There was a total of 968 completed cases. The response rate was 10.6% (using RR1; AAPOR,
2016). See Kim & Couper (2021) for details of thisvey.

The other is a local CAPI survey called the 2012trbfmlitan Household Survey of
Environment Health (MHSEH) conducted over 30 dagsfJuly 14 to August 12. The main
purpose of this survey was to investigate the gdrawvareness of environmental health and
the incidence or prevalence of environmental ds@asong the residents who live around the
industrial complexes in Incheon, which is the tHadyest city in South Korea. There were 154
guestions on residential exposures, occupationpbsxes, environmental diseases, and
demographics. The target population was about D0G;Qildren aged 4-12 and 470,000 adults
living in approximately 200,000 households. A saenpt households was selected by using
stratified four-stage area sampling. Each samplesdiaold within the same stratum was
selected with equal probability. One or two respond within a household were randomly
selected. In South Korea, many housing units hageé'ss impediments” that prevent strangers
from contacting them. For example, about 50% ohaliseholds live in high-rise apartment
buildings with locked central entrances or secugitgrds. Moreover, the proportion of not-at-
homes during the day or evening is very high aratlpe fourth of households have just one
resident. It is essential, thus, to make a spediait to bring a good response rate. Therefore,
the sample households were contacted based on admmnistrative cooperation strategy
connecting the interviewers, members of the loueat} local government agencies, and the
sample households to maximize response rat88. people who live in 606 households
completed the survey. The maximum number of cédinapts was 10. The response rate was
36.1% (RR1). See Choi, Kim, Hong, Lee, & Lee (20aB8) Woo, Kim, Park, Lee, & Choi
(2013) for details on the MHSEH.

In illustrating hypothetically how to obtain thegpisional estimates of survey variables
from the cumulative sample means (or proportiam&),monitoring approaches are introduced:
1) survey date-based monitoring in the CATI suraasgl 2) call-based monitoring in the CAPI
survey. The ‘survey date’ or ‘call’ indicates théerion distinguishing the whole respondents
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into G groups for monitoring, as described in (2.2). rehes a reason why a different
monitoring approach is used in each survey. leisalise, for the NSSH, CATI survey, of the
968 completed cases, almost all (94%) were congplatehe first or second call, so monitoring
by the call is not meaningful, whereas for the MiSEhe CAPI survey, 60% of 606
households were completed in the first or secosd and the rest were done in the other
number of visits, so monitoring by call (visit)ngeaningful.

4.1 Survey Date-Based Monitoring in CATI Survey

Before explaining the monitoring process usingdhmulative sample mean (or proportion),

we need to look at the actual distribution of 96&pleted interviews in the NSSH. Figure 1

shows the distribution of the number of completadnviews each day over 29 days except for
one day off from March 12 to April 10. The averagenber of interviews per day was 33.4

cases and the median was 26 cases. As shown ireHigthere is no pattern in the distribution

of completed interviews by survey day (the firsy,ddne second day, the third day, etc.).

Especially during those days since the 21st dayntimber of completed interviews each day
continues to be low, compared to the other dayseThpresents the distribution of completed
interviews by the number of days taken to completesurvey. Although 68% of the interviews

were completed on the same day the survey staxigioh (of Days Taken = 0), the remaining

interviews took a varying number of days to conmlgéte survey. Thus, given the sample
design and data collection protocol in the NSSH,assuming we have just started this survey,
since the number of completed interviews each daienumber of days taken to complete
the survey would be practically unpredictable, @a@ never know in advance what data
collection would occur daily concerning any surveyiables.

90
80
70
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50
40
30
20
10

Num. of Completed Interviews

1 6 11 16 21 26
Survey Day

Figure 1. Distribution of the Number of Completatierviews by Survey Days



Table 1. Distribution of Completed Interviews by th
Number of Days Taken to Complete Survey
Num. of Completed

Num. of Days Taken %

Interviews
0 658 68.0
1 51 5.3
2 20 2.1
3 21 2.2
4 27 2.8
5 27 2.8
6 16 1.7
7 12 1.2
8 13 1.3
9 16 1.7
10 13 1.3
11 16 1.7
12 6 0.6
13 16 1.7
14 14 1.4
15 or more 42 4.3
Total 968 100.0

Note. ‘0’ in the number of days taken indicated thavas
completed on the same day that the survey for plsacell
phone number started

Now, let us explain the monitoring process. Assuha the NSSH already began, and
during the early stage of data collection, one wdike to obtain relevant information
regarding the progress of the survey toward thealsgy They, in particular, would like to
know the proportion of respondents by gender, ohdhe key survey variables on
macroscopic aspects of data quality for the capaxdithe survey. One knows the gender
distribution (49.8% for males, 50.2% for femalefihe target population (43,000,000 adults)
from the Census. Thus, one wonders what the gatfigigibution of respondents will look
like eventually when the survey is completed. ltuldobe best if a reliable provisional
estimate of the gender proportion could be obtainedivance.

On the other hand, Figure 2 shows the actual sapmpjortion (percentage) of males and
females of respondents on each survey date (a gryupthe NSSH, which starts on March
12 and ends on April 10. This sample proportiacaisulated by (2.3). For example, the male
sample percentage is 73.9% and the female samgpergage is 26.1% (=100.0% - 73.9%)
on March 22. Although the male sample percentagethe survey dates are fitted by a
regression line going down slowly, as in the Figtine daily percentage change is very large
on some of the survey dates (e.g., 46.7% on Matdmd 73.9% on March 22). Thus, at the
beginning of data collection, it seems impossibletcurately estimate the proportion of
male (female) respondents.
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Figure 2. Actual Gender Distribution by Survey Ddiging the Entire Survey Period
(NSSH)

Under this uncertain situation, we describe howde the cumulative sample proportion to
obtain a provisional estimate of the gender proportLet us assume that Figure 3 shows the
cumulative sample proportions (%) of males and temealculated by (2.2) at the early stage
of the daily monitoring process since the surveganeon March 12. Let us say that it was
found on March 21 through March 23, 9 days after shart of the survey, that the rate of
convergence of (3.3) for the cumulative sample priopns (%) of males is 0.7

(=|60.9- 60.4/| 60.4 59|0(0,1)). It is noted that the cumulative completed cqse$ are

457, 480, and 511 (about half of the total complaetases 968) on these three survey dates,
respectively. The provisional estimateppro of (3.4) on these dates is 60.3

(=(59.7+60.4+60.9)/3). Another provisional estima[lepro of (3.5) is 60.4, which is very

close to 60.3.

At this time, is this provisional estimate of mal@portion (60.3% or 60.4%) reliable? In
other words, can one be sure that the male pramo(temale proportion) will be about 60%
(40%) when the survey is completed? As shown iurféigt, which presents the cumulative
sample proportions for gender during the actualesurvey period, the cumulative sample
proportions of males and females obtained by (@:2)almost kept constant during the other
dates since March 23. Moreover, the cumulative $armppoportions of males on the final

survey date (April 10) is 59.6% P.; = P), which is very close to the provisional estimate

of males (60.3% or 60.4%). Therefore, there is aabdl that the provisional estimate of males
(females) is reliable.
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Figure 3. Cumulative Sample Proportion (%) for Gand
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Figure 4. Cumulative Sample Proportion for Gendeird) the Entire Survey Period (NSSH)
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What if survey statisticians or survey methodoltmyigbtained this reliable provisional
estimate of males (females), especially duringetisdy stage of data collection? Since he or
she knows the population gender distribution (r48l&8%, female 50.2%) from the Census, if
necessary, it would be possible to implement resipendesigns or strategies to decrease
(increase) the proportion of male (female) respatsleluring the remaining survey period
(about 20 days).

Next, we describe how to use the cumulative sammaan to obtain a provisional estimate
of the mean age of respondents, another key swarggble on macroscopic aspects. Figure 5
shows the actual sample mean age (sample averapjefg@.3) on each survey date (a group
1) in the NSSH. For example, the mean age of respuads 42.0 on March 22. As can be
seen in the figures with the fitted regression,lthe mean age fluctuates greatly depending on
the survey date. It seems to be difficult to obtaneliable provisional estimate.

Let us assume that Figure 6 shows the cumulatiarages of (2.2) at an early stage of the
monitoring process since the survey began. Whelyiagdhe survey dates (March 20 through
March 22) similar to above (March 21 through Ma2d), the three cumulative mean ages are

the same (41.0). The cumulative completed caBgsare 412, 457, and 480 on these survey
dates, respectively. The provisional estingtgro of (3.4) or (3.5) on these survey dates is
41.0. Is this provisional estimate reliable as @@l shown in Figure 7, the cumulative mean

age at the final date (April 10) is 40.@6@@ :9), which is not far from 41.0. Thus, the
reliable estimation for the mean age of the respotulis feasible at an early stage of a survey.
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3/12 3/14 3/16 3/18 3/20 3/22 3/24 3/26 3/28 3/30 4/1 4/3 4/5 4/7 4/9
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Figure 5. Mean Age Distribution by Survey Date dgrthe Entire Survey Period (NSSH)
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Figure 7. Cumulative Sample Mean Age during ther&r8urvey Period (NSSH)
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From now on, let us take a look at how the cumugesiample proportion for subpopulations
of (2.4) can be used to monitor data quality f& #ige groups (19 or 20s, 30s, 40s, etc.). The
gender described above is also a subpopulatiorsi@ening the high stability from March 21
to March 23 in Figure 8, which presents the cunivdatgample proportions (%) for age groups
by March 23, we can obtain that as a provision@anage of (3.4), 33.4% for age 19-29, 17.9%
for age 30-39, 15.6% for age 40-49, 16.4% for ayy&% 10.6% for age 60-69, and 6.1% for
age 70 or over. Are these provisional estimateabiel? As shown in Figure 9, the cumulative
sample proportion at each age group at the finalesudate (April 10) is the same or very
similar to these provisional estimates, respedti¢elg., 33.4% vs. 32.7 for age 19-29).

These reliable provisional estimates for subpopariatavailable at an early stage of a survey
would be useful for survey statisticians or surmegthodologists. For example, considering
the Census results for those age groups (17.7%g®119-29, 18.3% for age 30-39, 21.0% for
age 40-49, 19.7% for age 50-59, 12.6% for age 6@6@ 10.7% for age 70 or over), he or she
would like to lower the proportion, especially fage 19-29, which has a large difference (+
15.7%) with the Census result, by using some gjfiededuring the remaining data collection
period.
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20% o 183% 07 185% )
167% 1947181 % 126% o e 17'02%’ 18‘0?3 17'9?’ 17'9?’ "
170% 1580, —HodA=—Ti0%__162% 103% 166%
15% 13.4% 133%137% 14.0%154% 16.7% 158% 160% 150, 153%
181% 121%  111% 1 40 ‘
5% 11.0% 104%  105% 106% 10.8%
10% -0
569% 59% 60% 65%
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Survey Date

Figure 8. Cumulative Sample Proportion (%) for Ag@ups by March 23 (NSSH)
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Figure 9. Cumulative Sample Proportion (%) for Agi®@ups during the Entire Survey Period
(NSSH)

Finally, we describe how to use the cumulative dampoportion of (2.2) for a key survey
variable we chose: “Have you ever smoked cigarattgsur lifetime? (Yes, No)”. As shown
in Figure 10, the sample percentage (2.3) of ‘Ylestuates greatly over the survey period. Is
it possible to obtain a reliable provisional estienaf the proportion of ‘Yes'?

When monitoring as shown in Figure 11, the cumwuéasiample proportions (52.5%, 53.4%,
and 53.8%) on March 22 through March 24 yield thavisional estimates of 53.2% (‘Yes’)

from (3.4) and 53.3% from (3.5) witlm = 0.4([J(0,1)) from (3.3). The cumulative completed
cases (1) are 480, 511, and 565 on these survey dategectgely. Are these estimates

reliable like the demographics (gender, age) desdriabove? Compared to the final
cumulative sample proportion (51.7%) on April 10Figure 12, these provisional estimates
(53.2% or 53.3%) are not significantly different.
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Figure 10. The Sample Proportion of ‘Yes’ to “Hayeu ever smoked cigarettes in your
lifetime?” by Survey Date during the Entire SuniRgriod (NSSH)
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Figure 11. The Cumulative Sample Proportion of "YesHave you ever smoked cigarettes in
your lifetime?” by March 24 (NSSH)
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Figure 12. The Cumulative Sample Proportion of "Yes'Have you ever smoked cigarettes
in your lifetime?” over the Entire Survey Period§8H)

4.2 Call-Based Monitoringin CAPI Survey

For the MHSEH, among sampled households, 606 holdeltompleted the CAPI survey
through a total of 1,478 visits (calls) and 1,082$eholds did not complete the survey through
a total of 3,911 visits (calls). In other wordsg ihterviewers visited a total of 5,389 times for
606 completed interviews and 1,082 uncompletedvige/s and the average number of visits
per completed interview was 8.9 times. We illugtiadw to conduct a call-based monitoring
by using the cumulative sample mean (or proportionhe data collection process.

Table 2 shows the distribution of completed intews according to a different number of
calls (visits). The number of completed interviegyvadually decreases as the number of calls
made increases. Let us assume that one woulddikied¢ide whether to continue a callback
after a certain number of calls. Recall that the@a households were contacted based on a
new administrative cooperation strategy to maximésponse rates, as explained above.

Table 3, Table 4, Table 5, and Table 6 presenttineulative sample proportion or mean by
calls for gender, housing type, diseases treatélderast 12 Months, and years of residence,
respectively, which are key survey variables chdeemonitoring data quality. Since the
number of calls is limited to 10, we used a talistead of a graph. Using the rate of
convergence I( ) of (3.3) and provisional estimates of (3.4) 8r5] is not recommended
because of the limited number of calls. Insteaduianeously considering the net differences
of the cumulative sample proportion or mean betwesdis across different survey variables,
we may find that those between the fourth and fifilis especially began to reduce across
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most survey variables in the monitoring procesaisTve may regard the cumulative sample
proportions or means at the fifth call as the pmral estimates, and one could determine
whether to stop callbacks from the sixth call ot. no

On the other hand, as shown in those tables, weldhmte that the cumulative sample
proportion or mean does not much change by calse®ally earlier calls versus later calls.
This implies that if call-based monitoring focuseswhether there are large net differences in
cumulative sample estimates between calls, we maglede that the MHSEH goes well since
the net changes are small between calls. Alsontbisitoring method, which was used in the
MHSEH conducted in a large city, could be exterlgiapplied to a national household survey
involving many cities and counties.

Table 2. Distribution of Calls for 606 Completeddrviews (MHSEH)

Calls
1 2 3 4 5 6 7+
% 37.0 23.3 15.5 125 8.3 2.6 0.9

Table 3. Cumulative Sample Proportion (%) for GermeCalls (MHSEH)

Calls
1 2 3 4 5 6 7+
Male 47.2 47.5 48.4 49.4 49.5 49.5 49.7
Female 52.8 52.5 51.6 50.6 50.5 50.5 50.3
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Table 4. Cumulative Sample Proportion (%) for HagsType by Calls (MHSEH)

Calls

1 2 3 4 5 6 7+
Detached 4 g 71 72 76 73 73 7.4
house
Detached
house 12.0 13.0 115 11.2 105 10.3 10.2
(2+ HHSs)
Multiplex 57 ¢ 39.8 38.8 37.0 37.3 37.4 37.4
house
Apartment  39.8 385 41.1 42.1 42.9 43.1 42.9
Other 0.6 16 16 21 2.0 2.0 2.1
buildings
Total 100.0 100.0 100.0 100.0  100.0 100.0 100.0
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Table 5. Cumulative Sample Proportion (%) for Dsss=aTreated in the Last 12 Months by
Calls (MHSEH)

Calls
1 2 3 4 5 6 7+
Asthma 0.92 0.98 1.08 1.21 1.12 1.09 1.08
Allergic
Rhintis 5.51 6.11 5.78 5.78 5.56 5.46 5.42
Allergic /59 3.44 3.18 2.82 2.61 2.54 252
Conjunctivitis
Cardiovascular ;44 1.07 1.22 1.41 1.36 1.43 1.42
Disease
Atopic. 1.57 1.31 1.47 1.51 1.56 1.59 1.58
Dermatitis
Thyroid 0.90 0.69 0.72 0.61 0.89 0.95 0.95
disease

Table 6. Cumulative Sample Mean for Years of Resid MHSEH)
Calls
1 2 3 4 5 6 7+
Average 10.7 10.3 9.9 9.5 9.4 9.4 9.4

5. Discussion

In this paper, we suggested some cumulative saespil@mates, reflecting the live flow of data,
as a macroscopic indicator for monitoring data ifpabenerally converging to final estimates
(before weighting), they can be easily presenteith wigraph or a table at any point in the
survey data collection process and can be usetedrdy stage as provisional estimates of key
survey variables. We illustrated how to use thera mational CATI survey and a local CAPI
survey, given the sample design and data collegirotocol in each survey. This approach
based on cumulative sample estimates would helpeearcher quickly and proactively check
data quality in the early stage of data collectmensure the survey is on track regarding key
survey variables.

If survey researchers could view the cumulative ganmestimates in real-time or regularly
on their computer monitors, it would contributerealucing uncertainty about resulting key
survey statistics as well as the performance ofengsurvey design and would help them make
faster decisiongabout maintaining or changing the data collectiostgrol or survey design.
Therefore, the suggested cumulative sample estinfatean or proportion) would be greatly
beneficial to survey researchers monitoring dataliyu In the case of well-planned, well-
organized, and regularly conducted surveys, it dlmuch easier to make more informed
judgments if experience in using cumulative sanggkimates is accumulated.
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Data Availability

The data for the CATI and CAPI surveys are avadldtdm an author at a given email address.

Softwar e | nfor mation

The analyses were conducted using SAS 9.4 and R.
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